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ABSTRACT
It has become increasingly difficult for individuals to exercise meaningful control over the
personal data they disclose to companies or to understand and track the ways in which
that data is exchanged and used. These developments have led to an emerging consensus
that existing privacy and data protection laws offer individuals insufficient protections
against harms stemming from current data practices. However, an effective and ethically jus-
tified way forward remains elusive. To inform policy in this area, we propose the Ethical
Data Practices framework. The framework outlines six principles relevant to the collection
and use of personal data—minimizing harm, fairly distributing benefits and burdens,
respecting autonomy, transparency, accountability, and inclusion—and translates these prin-
ciples into action-guiding practical imperatives for companies that process personal data. In
addition to informing policy, the practical imperatives can be voluntarily adopted by compa-
nies to promote ethical data practices.

KEYWORDS
Confidentiality & privacy;
health policy; regulatory
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INTRODUCTION

Private sector companies collect, aggregate, analyze,
and sell vast amounts of information about us. They
capture information about our web browsing, health
habits, relationships, and even our daily movements
(Pike 2020). The resultant troves of data have the
potential to facilitate research and product develop-
ment that improve public health and well-being, but
the collection, use, and sale of personal data at such
scale raise ethical concerns (Feathers et al. 2022;
Khoury et al. 2018; McGraw and Mandl 2021;
Mooney and Pejaver 2018).

It has become increasingly difficult for individuals
to exercise meaningful control over the information
they disclose to companies or to understand and track
the ways in which other entities, including companies
that have no direct relationships with patients or con-
sumers, repackage, resell, and reuse that information
(Allen 2021). Even scraps of seemingly insignificant
personal data can be combined and analyzed using
algorithmic methods to derive inferences about indi-
viduals’ medical conditions, reproductive activities,
sexual orientation, socioeconomic status, and other
sensitive attributes (Wachter and Mittelstadt 2019).

These inferences in turn allow companies to predict
and influence individual behavior through targeted
advertising and can inform decisions about whether
to hire someone for a job or approve them for an
insurance policy (Binns 2018).

These developments have led to an emerging con-
sensus that existing privacy and data protection laws
offer individuals insufficient protections against harms
stemming from current data practices (Table 1).
However, an effective and ethically justified way for-
ward remains elusive (Fowler 2020). In recent years,
several public and private sector bodies have sought
to identify a set of ethical principles that should gov-
ern the collection and use of personal data.
Unfortunately, many of these bodies fail both to
define key principles and to spell out those principles’
practical implications for organizations that collect
and use personal data, thereby limiting the utility of
their recommendations (Jobin, Ienca, and Vayena
2019). In a review of recently published guidelines, for
instance, Jobin and colleagues find “widespread refer-
ence to ‘responsible AI,’” but note that the underlying
concepts of “responsibility and accountability are
rarely defined (p. 394).” Across guidelines, they
observe a “gap at the cross-section of principle
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formulation and their implementation into practice
(p. 396).”

To inform policy in this area, we propose the
Ethical Data Practices framework. The framework lays
out a set of foundational principles relevant to the col-
lection, exchange, and use of personal data and trans-
lates them into a set of practical imperatives for data
processors, which we illustrate with concrete exam-
ples. Thus, the framework offers an ethically defens-
ible, actionable guide that can immediately inform
policy and practice in this critical area.

While recent work has sought to generate ethical
guidance for the processing of explicitly health-related
data, a broader focus on personal data, defined as
“any information that identifies, relates to, or could
reasonably be linked with an individual or household”
including “inferences from other personal information
that could create a profile about [one’s] preferences
and characteristics,” is necessary (California
Consumer Privacy Act (CCPA) 2018). Although cer-
tain types of information are more sensitive than
others and should be treated as such in assessments of
particular data practices, this article’s focus reflects
the fact that lines between health-related and non-

health-related data are increasingly blurred and that a
wide range of personal information can contribute to
revealing health-related inferences about individuals
and groups (Grande et al. 2020).

Although a variety of actors, including those in the
government and academic sectors, collect and use per-
sonal data, private companies warrant special atten-
tion due to their distinctive incentives and regulatory
environment. While government agencies and aca-
demic institutions have mandates to act in the public
interest, private sector companies’ primary incentive is
to generate financial returns (Pillar 2013).
Additionally, government agencies are subject to offi-
cial oversight activities and academic researchers are
subject to institutional oversight and, in many cases,
federal research regulations, but private sector compa-
nies’ collection and use of personal data have com-
paratively limited oversight and regulation. These
differences between private companies and other
actors are reflected in disparate levels of public anxiety
about what such companies may be doing with peo-
ple’s personal data. Though members of the public
have general concerns about the use of their personal
data, they are particularly concerned about the actions

Table 1. Ethical concerns raised by the collection and use of personal information.
Concern Definition Examples

Unwanted disclosure of
sensitive information

Occurs when others observe or are able to infer
information regarding medical conditions, sexual
orientation, socioeconomic status, or other personal
attributes that someone would not wish shared;
may result in loss of dignity or “subjective injuries”
such as embarrassment or shame (Price and Cohen
2019).

� Data broker MEDbase 200 compiled and sold lists
of individuals with classifications including “erectile
dysfunction sufferers,” “alcoholism sufferers,”
“AIDS/HIV sufferers,” and “rape sufferers” (Libert
2015).

Discrimination The wrongful imposition of disadvantage or
deprivation on people based on their actual or
inferred membership in some salient social group
(Altman 2020).

� Amazon’s facial recognition tool “Rekognition” was
found to falsely match people of color to a
mugshot database at a higher rate than people of
European origin (Redden, Brand, and Terzieva
2020).

� Staples, Home Depot, and other companies were
found to display higher online prices to potential
customers in low-income communities “because
those poorer areas had fewer local retail outlets
competing with the online stores” (Newman 2014).

� Algorithmic risk assessment tools used to predict
recidivism have been found to falsely flag Black
defendants as future offenders at nearly twice the
rate of white defendants (Angwin et al. 2016).

� Facebook suspended the accounts of Native
Americans because “its algorithm did not recognize
their names as real” (Redden, Brand, and Terzieva
2020).

Exploitation Occurs when one party unfairly benefits in an
interaction with another; may occur even in
mutually beneficial, consensual interactions (McCoy,
Joffe, and Emanuel 2020b).

� Without an open bidding process, Memorial Sloan
Kettering Cancer Center licensed images of
patients’ tissue slides to a startup company in
which several institutional leaders held a financial
stake (Ornstein and Thomas 2018).

Online Manipulation “The use of information technology to covertly
influence another person’s decision-making, by
targeting and exploiting their decision-making
vulnerabilities” (Susser, Roessler, and Nissenbaum
2019).

� Using data from social media use and online
quizzes, Cambridge Analytica claimed to micro-
target political advertisement based on individuals’
“psychometric” traits (Susser, Roessler, and
Nissenbaum 2019).
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of private companies, with more than 80% of
Americans saying that the risks of companies collect-
ing data about them outweigh the benefits (Auxier
et al. 2019).

Finally, while the foundational principles included
in the framework are broadly applicable to the collec-
tion and use of personal data across jurisdictions, our
discussion of how the principles could be operational-
ized focuses on the policy environment in the United
States, which lacks comprehensive privacy and data
protection legislation at the federal level.

The Ethical Data Practices framework has two pur-
poses. It is intended both to guide self-regulation
within industry and to inform government regulation
of companies that handle personal data. First, in the
near term, improved self-regulation can be a step in
the right direction, a way to effectuate a modest shift
toward more ethical data practices while awaiting gov-
ernment action. Even in the event that Congress
passes federal privacy legislation, which is by no
means guaranteed despite some bipartisan consensus
on recent proposals (Kern 2022), ongoing industry
self-regulation can play a complementary role by fill-
ing gaps in the government’s power to monitor and
enforce compliance with laws. In the final section of
the paper, we discuss why profit-seeking companies
have incentives to voluntarily adopt such ethical
standards. Ultimately, however, history has shown
that self-regulation alone cannot curb unethical data
practices. Thus, the second purpose of the framework
is to inform laws and regulations that will ultimately
be needed to enforce ethical data practices.

LIMITATIONS OF THE CURRENT PRIVACY
PROTECTION REGIME

Since the 1970s with the introduction of the Fair
Information Practice Principles (FIPPs), a notice-and-
consent regime has been the dominant approach to
privacy regulation in the United States (Susser 2019).
Under this approach, individuals are given “rights to
notice, access, and consent regarding the collection,
use, and disclosure of personal data,” which, in theory,
allow them to choose how, with whom, and under
what terms they disclose their data (Solove 2013).

The notice-and-consent approach appeals to the
principle of respect for individual autonomy—the
notion that people should be able to determine how
their personal data are collected and used. From this
perspective, what justifies different forms of data col-
lection and use is not their substantive value or fair-
ness but the fact that people have agreed to them.

Theoretically, consent-based approaches to privacy are
attractive because they accommodate a wide range of
individual preferences with respect to data sharing. In
reality, however, they are flawed in both their under-
lying ethical justification and their practical
application.

The notice-and-consent regime’s grounding in
respect for individual autonomy fails to account for
the full range of ethical considerations raised by the
collection and use of personal data. In the era of Big
Data, a decision to disclose personal information is
rarely purely “personal” because it can affect the priv-
acy and the social standing of others (Fairfield and
Engel 2015). Sætra refers to this dynamic as a “privacy
externality,” wherein “one individual’s disclosed infor-
mation can be used to infer information about other
individuals” in the same social network or demo-
graphic category (Sætra 2020, 5). Indeed, technology
companies’ practices are increasingly “aimed primarily
at deriving (and producing) population-level insights
regarding how data subjects relate to others” (Viljoen
2021, 578). Insofar as they contribute to companies’
ability to draw inferences about broader groups to
which people belong, individuals’ decisions to disclose
personal information implicate a broad range of social
interests and cannot be justified simply by appeal to
individual consent.

Approaches to privacy regulation also have political
consequences, as feminist critiques of digital consent
practices have highlighted (Carmi 2021). Although
notice-and-consent regimes appear to empower indi-
viduals to manage their privacy, in many cases they
have the opposite effect. They empower companies to
dictate the terms of data collection and use to people
who cannot realistically negotiate, challenge, or opt
out of data practices. Notice-and-consent regimes thus
produce asymmetrical power relations wherein com-
panies enjoy enormous discretion to collect and use
data in ways with far-reaching social consequences
while affected people lack meaningful opportunities to
assert their interests.

In practice, notice-and-consent procedures fre-
quently fail even to realize the value of individual
autonomy that grounds them (Pike 2020; Susser
2019). First, because many services that collect
personal data are integral to daily life, refusing to con-
sent to data collection is often impossible. For
example, it is absurd to say that people are free to opt
out of privacy-invasive technologies if doing so
requires them to forgo the opportunity to seek critical
health information, access a government benefits

THE AMERICAN JOURNAL OF BIOETHICS 3



portal, or apply for a job online (Acquisti, Taylor, and
Wagman 2016; McCoy et al. 2020a).

Second, to the extent that people can exercise some
voluntary choices about how their personal data are
collected and used, those choices are rarely fully
informed. Over 10 years ago, researchers estimated
that it would take the average person roughly 250 h a
year to read, let alone comprehend, all the privacy
policies they encountered online (Pike 2020). Since
then, the quantity and complexity of personal data
collection and use and has grown dramatically. In this
environment, individuals cannot possibly parse and
make informed decisions on the basis of lengthy,
legalistic privacy policies.

While there are tools, techniques, and even paid
services that individuals can use to monitor and man-
age their privacy to some degree, they are not equally
available to all people (Acquisti, Taylor, and Wagman
2016). Thus, another concerning feature of notice-
and-consent regimes is that they exacerbate inequities
by turning privacy into a “luxury good” more readily
available to those with sufficient resources to protect
themselves (Sætra 2020).

Cumulatively, these challenges suggest that a super-
ior data ethics framework must improve upon the
notice-and-consent paradigm in two fundamental
ways. First, rather than focusing narrowly on the value
of individual autonomy, it must be based on a
broader set of ethical principles that reflect how com-
panies’ collection and use of personal data affect, and
indeed shape, society. Second, it must translate these
principles into actionable practices.

FOUNDATIONAL PRINCIPLES FOR RESPONSIBLE
STEWARDSHIP OF PERSONAL DATA

Commentators have identified as many as 16 distinct
substantive and procedural principles related to the col-
lection and use of personal data (Xafis et al. 2019).
Such an extensive list may be useful for fine-grained
ethical analysis but may prove difficult to use as a prac-
tical guide for policy makers and decision makers in
organizations that collect and use personal data, given
the challenges inherent in balancing so many distinct
considerations. We propose a set of foundational prin-
ciples that capture relevant ethical considerations but
are sufficiently parsimonious to understand, balance,
and apply. The framework is grounded in three widely
accepted substantive principles—minimizing harm,
fairly distributing benefits and burdens, and respecting
individual autonomy—along with three procedural
principles—transparency, accountability, and inclusion.

The three substantive principles are similar to the
basic ethical principles identified in the Belmont
Report. In defending an ethical framework grounded
in these familiar principles, we differ from recent
commentators like Elizabeth Pike, who has argued
that the Belmont Report is “generally ill-suited” to
today’s “complex, networked data landscape” (Pike
2020). While we agree that specific applications of
these principles, such as the requirement for individ-
ual informed consent, are ill-suited to the collection
and use of personal data, we argue that the basic prin-
ciples address key ethical considerations raised by the
collection and use of personal data. Moreover, the
success of the Common Rule has shown that these
principles can serve as an intelligible and enduring
ethical basis for policy. Finally, anchoring the ethical
framework in established principles helps to ensure its
alignment with global efforts to promote ethical data
use, such as the World Health Organization’s recent
guidance on the use of artificial intelligence for health,
which is based on a similar set of basic ethical
requirements (World Health Organization 2021).

Minimizing harm requires structuring the collection
and use of personal data to facilitate socially valuable
data practices while mitigating risks of discrimination,
exploitation, and other harms to individuals and
groups. Realizing this value requires identifying and
weighing potential benefits and harms from particular
data practices. While data practices whose harms out-
weigh their benefits are ethically unacceptable, even
data practices that advance legitimate individual and
social interests should be designed and carried out in
a way that minimizes risks to individuals and groups.

Fairly distributing benefits and burdens addresses
the question of how the beneficial and harmful
impacts of various data practices are spread across dif-
ferent social groups. It requires particular attention to
the ways in which data practices may exacerbate pat-
terns of social disadvantage or exploit certain groups
to the benefit of others. This principle entails both
negative and positive obligations for companies that
collect and use personal data. Specifically, it requires
avoiding data practices that disproportionately burden
or discriminate against particular groups while pro-
moting equitable access to the benefits produced.

Respecting individual autonomy requires giving
weight, within the constraints imposed by the obliga-
tions to minimize harm and to fairly distribute bene-
fits and burdens, to people’s considered choices about
how their personal data are collected and used. As the
limitations of the notice-and-consent paradigm illus-
trate, respecting individual autonomy cannot serve as
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the sole foundational value for data ethics, but bal-
anced in conjunction with other substantive values it
has an important role to play. Individuals should not
be allowed to make autonomous decisions to partici-
pate in data practices that exploit or discriminate
against others. However, there are a range of ethically
permissible data practices in which individuals should
be able to make an informed choice to engage—for
example, allowing a consumer genetics company to
share their data for vetted research projects. In short,
the principle of respecting individual autonomy recog-
nizes that, over the range of permissible practices,
individuals have different preferences and can make
different yet reasonable decisions about what informa-
tion they wish to disclose and for which purposes.
Presenting individuals with formal choices is not
enough to realize the principle. Instead, individuals
must have effective opportunities for voluntary and
informed choices that companies in turn honor.

Respecting individual autonomy is also linked to
dignity (Price and Cohen 2019). Individuals may suf-
fer “dignitary harms” when others access or infer
information that individuals wish to keep private
(Price and Cohen 2019). Thus, respecting people’s
considered choices about which parts of their lives are
revealed to others and for what reasons respects their
dignity.

These three principles capture the key substantive
ethical considerations that should guide decisions
about companies’ collection and use of personal data.
But simply identifying these substantive principles is
insufficient to ensure ethical practices, especially since
the principles are framed in absolute terms, yet deci-
sions about personal data collection and use often
require balancing substantive principles against one
another. For example, distributing harms in an equit-
able manner across groups in a population may mean
not minimizing harm for a particular group. To guide
future decisions about tradeoffs, procedural principles
are needed. Procedural principles specify how organi-
zations ought to make decisions about data collection
and use—ensuring, for example, that their decision
making is open to scrutiny and informed by insights
and concerns of relevant constituencies. Adopting
such principles can impose ethical guardrails in the
context of the asymmetrical power relations between
companies that collect and use personal data and
those affected by their decisions. Thus, in a compre-
hensive and cohesive ethical framework, substantive
principles must be paired with procedural principles.

Three procedural principles are relevant in this
context. Transparency does not require that companies

disclose trade secrets but does require that they dis-
close relevant information about their data practices,
including the purposes for which they collect and use
personal data, the parties with which they engage in
data transactions, the reasonably foreseeable risks
associated with their data practices, and the efforts
they take to mitigate those risks. Transparency can
guard against harmful or discriminatory data practices
by exposing them to scrutiny and informing advocacy
for policy change at the industry or government levels.
Transparency also demonstrates respect for individual
autonomy by providing individuals with relevant
information that can inform their choices to interact
with, avoid, criticize, or support companies for their
data practices.

Transparency is necessary but not sufficient for
achieving accountability. Accountability requires
standards for behavior and the creation of mecha-
nisms by which organizations can be sanctioned for
failing to meet those standards either through reputa-
tional sanctions imposed by the public or fines and
other legal penalties imposed by regulators. The goal
of accountability mechanisms is to ensure that compa-
nies collecting and using personal data are answerable
to the communities that their practices affect.

Finally, the principle of inclusion expresses the idea
that members of affected groups should have mean-
ingful opportunities to shape the policies of compa-
nies that collect and use their personal data and the
industries of which they are a part. Like transparency,
inclusion demonstrates respect for individuals by tak-
ing their concerns seriously. Structured appropriately,
opportunities for inclusion can also increase the bene-
fits and guard against the potential harms of data
practices by helping to ensure that those practices
incorporate the perspectives and insights of affected
people.

PRACTICAL IMPERATIVES

The foundational principles described above provide
the ethical basis for evaluating the practices of compa-
nies that collect and use personal data. In this section,
we describe several ways in which these principles can
be translated into practical imperatives for companies
(Table 2). These imperatives can be used together as a
checklist for decision-makers within companies. By
asking how well their policies and practices achieve
these imperatives, decision-makers can better under-
stand how well their policies conform to underlying
ethical principles. Other groups, including the
European Commission’s High-Level Expert Group on
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Artificial Intelligence, have defended similar checklist
approaches to promoting ethical data practices
(European Comission High-Level Expert Group on AI
2019).

Checklists of this sort can provide a useful road-
map for companies that are motivated to act ethically.
Media, watchdog organizations, and the broader pub-
lic can help to supply this motivation by applying
pressure on companies to adhere to ethical principles.
However, ensuring consistent adherence to ethical
data practices will require external oversight. To that
end, policymakers can use these imperatives as stand-
ards for evaluating corporate practices and policies,
and ultimately developing legislation and enforcement
mechanisms. While we focus on cases involving com-
panies that process unambiguously health-related data,
the imperatives apply to any organization that collects
or uses personal information and could form the basis
for a regulatory regime that crosses industry sectors.

The first three practical imperatives are closely
related in that each aims to minimize burdens on
individuals. This promotes fairness by lowering the
costs to individuals of exercising control over their
data, which benefits those with fewer time, financial,
and informational resources. Minimizing burdens on
individuals also promotes individual autonomy by let-
ting people focus their attention on the decisions that
matter most.

(1) Minimize collection and retention of personal
data. This imperative combines ideas of purpose limi-
tation—the idea that there should be limitations on
the purposes for which companies can collect and

share data—and data minimization—the idea that
data should be limited to what is necessary for the
purposes for which they are collected and used. While
existing and proposed privacy legislation enshrine the
ideas of purpose limitation and data minimization,
they have been interpreted in different ways, not all of
which are consistent with the goal of reducing indi-
vidual burdens and thereby advancing the underlying
goals of fairness and autonomy. In particular, purpose
limitations are sometimes construed to allow data col-
lection for a wide range of purposes so long as they
are specified in companies’ privacy policies (Kerry
et al. 2020). This approach is too permissive to mean-
ingfully reduce burdens on individuals. Instead, com-
panies should limit data collection and use to that
which is relevant to providing a product or service
that is specifically requested or may reasonably be
anticipated by an individual who enters into a rela-
tionship with a company (Kerry et al. 2020).

The imperative to restrict collection and retention
of data to the minimum necessary is a stringent con-
straint that would impose significant limitations on
common practices. Many health and fitness-related
smartphone apps, for example, capture more user
information than they need to function properly.
When users download an app to map their runs or
bike rides, they reasonably anticipate that the app will
record their geolocation data while they are using it.
However, such apps have been found to continue
tracking users’ movements even when they are not
using the apps (Brandtzaeg, Pultier, and Moen 2019).
Such round-the-clock GPS tracking, which can reveal

Table 2. Practical imperatives for organizations that collect and use personal data.
Practical imperative Principles emphasized Actions

Minimize collection and
retention of personal
data

� Fairly distributing benefits and burdens
� Respecting individual autonomy
� Minimizing harm

� Limit data collection, use, and retention to what is necessary to provide
a requested product or service or what is reasonably anticipated in the
context of a company’s relationship with an individual.

Offer fewer but more
meaningful choices
about data

� Fairly distributing benefits and burdens
� Respecting individual autonomy

� Eliminate the sharing or sale of personal information for low value uses
rather than forcing users to opt out.

� When sharing data for socially valuable purposes such as medical
research, take steps to minimize burdens on individuals, including
offering succinct statements of the risks and benefits of data sharing and
using opt-in consent models that allow individuals to limit the sharing of
their data by default.

Provide meaningful
disclosure

� Fairly distributing benefits and burdens
� Respecting individual autonomy
� Transparency
� Accountability

� Develop succinct, consumer-facing data use statements and context-
specific notifications that can be readily understood by consumers.

� Publish comprehensive privacy policies that can be assessed by
regulators, watchdogs, and other third parties.

Assess the social impact of
data practices

� Minimizing harm
� Fairly distributing benefits and burdens

� Conduct periodic social impact assessments of data practices with a
focus on identifying and correcting practices that burden, exclude,
exploit, or discriminate against members of disadvantaged groups.

� Use a checklist process prior to product launch to identify and mitigate
risks associated with new products.

Ensure meaningful
stakeholder
engagement

� Minimizing harm
� Accountability
� Inclusion

� Involve members of the public and external experts in social impact
assessments.

� Create standing bodies, such as data access committees or
representative assemblies, to allow for ongoing input from users and
affected groups.
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the location and identity of individuals’ workplaces,
doctor’s offices, and close relations, goes far beyond
users’ reasonable expectations (Valentino-DeVries
et al. 2018).

Meeting this imperative would also require modify-
ing common data retention practices. In a recent
study of direct-to-consumer genetic testing (DTCGT)
companies’ privacy policies, 45% indicated that com-
panies would retain genetic data indefinitely or until a
customer requested its deletion, while 42% failed to
address data retention explicitly but implied that cus-
tomers’ genetic data could be held indefinitely (Hazel
and Slobogin 2018). By forcing consumers first to sift
through dense privacy policies to understand how
long their information will be retained and to take
active steps to delete it, such practices disproportion-
ately and unfairly burden individuals. The question of
how long consumer data may be reasonably retained
depends on the nature of the services being offered or
of the research being conducted. While long-term
data retention may benefit companies and facilitate
socially valuable undertakings such as biomedical
research, there are likely few scenarios in which a
company would be justified in retaining personal
information indefinitely unless consumers actively
request that it be deleted.

(2) Offer fewer but more meaningful choices about
data. Individuals currently face an overwhelming
number of choices about how their data are collected,
used, and transmitted to third parties. Reducing deci-
sional burden lets people focus their attention on con-
sequential choices.

To realize this imperative, companies should elimin-
ate the sale or sharing of personal information for uses
with low social value like behavioral advertising, which
consumers find undesirable and invasive and which
may be only marginally or no more profitable for ad
publishers than contextual advertising (Boerman,
Kruikemeier, and Zuiderveen Borgesius 2017; Davies
2019; Marotta, Abhishek, and Acquisti 2019). Indeed,
in a survey of digital ad publishers, the majority of
respondents reported that behavioral advertising had
“not produced any notable benefit” for their busi-
nesses, while 23% reported that behavioral advertising
had caused advertising revenue to decline (Weiss
2019). Although privacy laws like the California
Consumer Privacy Act (CCPA) already give consumers
a right to opt out of the sale of their personal informa-
tion, exercising this right requires individuals to make
an ongoing series of active choices to limit the sale
of their data across a vast number of platforms
(Waddell 2020). Simply eliminating the sale of

personal information for low value uses spares individ-
uals the burden of trying to navigate such “slow, con-
fusing, [and] frustrating” processes to prevent
unwanted data sharing (Waddell 2020). Better still
would be ending the use of personal information for
behavioral advertising altogether, which would also
prevent organizations from using personal information
collected on their own platforms for targeted ads.

Although organizations should be permitted to
share data for socially valuable purposes such as med-
ical research, they should still take steps to minimize
burdens on individuals, such as publishing succinct
statements on the purposes, risks, and benefits of
sharing data. Another option is to use opt-in models
of consent. Unlike opt-out models of consent, which
require individuals to take action to limit data sharing,
opt-in consent removes the onus from individuals by
limiting the sharing of their data by default. Though
opt-in consent may not be feasible or appropriate in
all contexts, the experience of DTCGT companies sug-
gests that opt-in models can be viable for organiza-
tions that wish to share user data for research
purposes (Laestadius, Rich, and Auer 2017). The per-
sonal genomics company 23andMe, for example,
reported that 80% of its users opted in to its research
programs (Hart 2019).

Ultimately, questions of what constitutes a valuable
data practice must be answered on a case-by-case
basis. Organizations should develop processes for
making such determinations that abide by the proced-
ural principles of transparency, accountability, and
inclusion.

(3) Provide meaningful disclosure. Respecting auton-
omy requires that companies provide information
about their data practices that individuals realistically
can use to make informed decisions about interacting
with that company. Disclosure also helps stakeholders
understand where to focus their efforts in advocating
for policy reforms to better align data use practices
with the public interest. Recent laws like the CCPA
include a requirement that companies create and pub-
lish plain-language privacy policies. However, even
CCPA-compliant privacy policies may still be long
and difficult for average users to parse. As Kerry and
colleagues propose, companies should develop suc-
cinct, consumer-facing data use statements and con-
text-specific notifications that consumers can more
readily use, while also publishing comprehensive priv-
acy policies that regulators, watchdogs, and other
third parties can assess to foster accountability (Kerry
et al. 2020). Ideally, companies would also make pub-
lic an annual accounting of the nature and extent of
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their transmission of user data to other companies
and to academic researchers.

(4) Assess the social impact of data practices. Data
practices must minimize risks to both individuals and
groups. Furthermore, to realize the value of fairly dis-
tributing benefits and burdens, organizations must also
ensure that their practices do not disproportionately
burden, exclude, exploit, or discriminate against mem-
bers of disadvantaged groups. One mechanism for pro-
moting consistency with these principles is conducting
regular social impact assessments of data practices.

Social impact assessments expand upon the estab-
lished model of privacy impact assessments (Edwards,
McAuley, and Diver 2016; Mantelero 2018). While
privacy impact assessments have traditionally focused
narrowly on individual privacy, a more holistic social
impact approach would consider impacts on “groups
or categories identified by characteristics that include
ethnicity, race, religion, national origin, political affili-
ation and sexual orientation” as well as the political
effects of data practices (Raab and Wright 2012).

The proposed Consumer Online Privacy Rights Act
(COPRA) provides a partial model in its requirement
that covered entities conduct annual algorithmic deci-
sion-making impact assessments if they use algorith-
mic techniques for eligibility or advertising decisions
related to housing, education, employment, or credit
opportunities (Cantwell 2019). These assessments are
intended to focus on “whether the algorithmic deci-
sion-making system produces discriminatory results
on the basis of an individual’s or class of individuals’
actual or perceived” attributes (Section 108 (b)(1)(B)
of the bill in Cantwell 2019). While guarding against
algorithmic discrimination is critical, it should not be
the sole focus of social impact assessments, which
should address the broader risks and benefits of data
practices. Impact assessment also offers an opportun-
ity to consider issues of digital accessibility and ensure
that products are designed in such a way that they
can be used by those with disabilities (Lazar,
Goldstein, and Taylor 2015).

Companies can also use a checklist process to
assess potential risks of new technologies prior to
launch (Loukides, Mason, and Patil 2018). Requiring
developers to answer questions such as “have we
studied and understood possible sources of bias in our
data?” or “have we identified and addressed potential
access barriers for people with perceptual disabilities?”
can help companies work proactively to prevent
harms and assure fair access to their products. Finally,
both periodic and prospective assessments provide
opportunities for companies—which often lack in-

house ethics expertise and diversity across multiple
dimensions among their workforces—to seek input
from external experts and stakeholders, thereby fur-
thering the principle of inclusion.

(5) Ensure meaningful stakeholder engagement. A
requirement to conduct transparent social impact
assessments can give companies incentives to maintain
socially acceptable data practices. However, these
incentives are strongest when individuals can sanction
companies by cutting ties with them (Hirschman
1972). In reality, individuals often lack this ability
because companies’ platforms and services are integral
to daily life. Additionally, once collected by a com-
pany (and possibly transmitted to others), personal
information may be difficult for a user to withdraw.
Similar dynamics can arise when health systems share
patient data with technology companies for the pur-
pose of developing improved electronic health record
systems or better predictive algorithms (Cohen and
Mello 2019; McCoy, Joffe, and Emanuel 2020b).

Particularly when individuals are compelled to inter-
act with entities that collect, use, and share their per-
sonal data, the principle of inclusion requires entities to
provide meaningful opportunities for affected persons to
inform their policies (Hirschman 1972). Involving mem-
bers of the public in social impact assessments is one
way of ensuring meaningful stakeholder engagement.
Involving members of disability communities in such
assessments can, for example, be one way to vet accessi-
bility of new technologies. Organizations should also
consider developing independent standing bodies to
allow for ongoing engagement. In the context of data
sharing arrangements between health systems and for-
profit companies, Cohen and Mello have argued for the
creation of data access committees to review requests
for patient data. Under their proposal, at least half the
committee’s membership would comprise patients in the
health system whose data are being sought (Cohen and
Mello 2019). Similarly, Post recently proposed the devel-
opment of a “Facebook representative assembly” selected
by platform users (Post 2021).

IMPLEMENTATION

The Ethical Data Practices framework can serve both
to guide self-regulation at the firm- or industry-level
and to inform the development of laws and
regulations.

On its own, self-regulation is an inadequate response
to the misuse of personal data. Yet in the absence of
comprehensive data protection legislation enforced by
well-resourced regulatory agencies, enhanced self-
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regulation offers one of the only pathways to incremen-
tally improving data practices. Self-regulation also has
long term value as an adjunct to government regulation
because even empowered regulatory agencies have
finite oversight and enforcement capacities. Regulators
could, for example, demand evidence that companies
have conducted social impact assessments, but they are
not well-positioned to ensure that companies are work-
ing proactively and deliberately at all phases of their
decision-making to prevent harms and assure the fair-
ness of new products.

One might ask why companies, whose primary goal
is to generate financial returns, would adopt ethical
standards that may interfere with their ability to mon-
etize the data they collect. However, companies and
industries have some incentive to self-regulate when
they recognize that long-term reputational costs of
engaging in unpopular data practices outweigh the
benefits of pursuing short-term profit maximization,
or that failure to self-regulate may spur more onerous
public regulation (Cusumano, Gawer, and Yoffie
2021). Additionally, if companies anticipate the pas-
sage of more stringent data protection legislation, they
may also find that adopting ethical data practices in
the short term may lower the downstream complian-
ces costs (Weinberg 2019; Floridi 2021).

At a time when many consumers are concerned
about minimizing their digital footprints, individual
companies may also see market opportunities in trans-
parently committing to ethical data practices (Weinberg
2019). For example, churn in public use of different

social media platforms may present an opportunity for
new entrants to market their platforms based on privacy
protections. Similarly, systematically assessing the acces-
sibility of new technologies while helping to ensure that
their benefits are fairly distributed may appeal to com-
panies as a way to enlarge the market for their products
(Lazar, Goldstein, and Taylor 2015).

At the industry-level, companies can be motivated
by the prospect of a tragedy of the commons—whereby
companies undermine public trust in the broader
industry in pursuit of short-term individual gains—to
take collective action to self-regulate (Cusumano,
Gawer, and Yoffie 2021; Listokin 2017). Indeed, such
motivations have driven recent attempts at self-regula-
tory reform within the tech industry (CDT and eHI
Release Proposed Consumer Privacy Framework for
Unprotected Health Data 2022; Robbins 2019).

To the extent that companies, individually or col-
lectively, are incentivized by these factors to voluntar-
ily adopt ethical standards, the framework we offer
here can be adapted and implemented at multiple lev-
els. Within organizations, decision-makers can use the
imperatives to structure ethics review processes. Large
organizations should appoint chief ethics officers or
ethics review boards to oversee these processes, but
even smaller organizations without in-house ethics
expertise can use the imperatives to guide ethical
review of their practices. Box 1 describes how a hypo-
thetical developer of a mental health app designed to
help users track changes in their moods might align
its practices with the imperatives.

Box 1 . How developers of a mental health app could meet the framework’s practical imperatives.
Ensure meaningful stakeholder engagement
Beginning in the product development phase, decision-makers in the company convene external stakeholders including patients, mental health pro-
fessionals, and, eventually, users of the app to shape the app’s data privacy settings and controls and review any potential data sharing
arrangements.
Minimize collection and retention of personal data
With stakeholder input, the company identifies and continually reassesses what types of personal information are necessary to the functioning of the
app and ensures that there is a reasonable justification for the data it collects and that it is not collecting superfluous information or unnecessarily
requiring users to link their account to other online profiles.
Offer fewer but more meaningful choices about data
By default, users’ personal information is not shared with researchers. However, users may be given the opportunity to opt in to sharing their per-
sonal data with stakeholder-vetted research partners. In these cases, the company presents users with clear statements on the risks and benefits of
research as well as clear instructions for how to stop sharing their data.
Provide meaningful transparency
The company engages patients and users of the app to develop a succinct, accessible statement that addresses the types of data collected by the
app, how the data will be used, and the terms, if any, under which the data may be shared.
Assess the social impact of data practices
Prior to product launch, the company uses a checklist—informed by input from patients and mental health professionals—to assess and mitigate
risks associated with the app and to ensure that it is meeting the needs of its target users, including those with disabilities. After product launch, the
company regularly convenes stakeholders to review and correct practices that may stigmatize patients, lead to discrimination, or otherwise harm indi-
viduals or groups.
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The framework can also form a core component of
ethics training modules for data scientists. Sophie
Zhang, a Facebook employee who blew the whistle on
“blatant attempts by foreign national governments to
abuse our platform on vast scales to mislead their
own citizenry,” showed that data scientists can pro-
vide an important check on unethical practices (Wong
2021). By training data scientists to better understand
ethical issues raised by their work and empowering
them to voice concerns and, if necessary, halt product
development processes, companies can promote com-
pliance with ethical standards (Loukides, Mason, and
Patil 2018).

To foster accountability, companies could publicly
communicate how they are meeting the framework’s
imperatives through the publication of ethical data
practices reports that third-party organizations can
digest and critique in a manner accessible to the lay
public. Members of the public, too, can use the frame-
work as a basis for evaluating the ethical implications
of decisions by companies and regulators and advocat-
ing for improved policies and practices.

Third-party watchdog and consumer advocacy
organizations can also adopt the framework as a
rubric for evaluating or auditing companies’ data
practices. There are already platforms in place to sup-
port these processes, such as the Ranking Digital
Rights Corporate Accountability Index (2020 Ranking
Digital Rights Corporate Accountability Index 2021).
Benchmarking platforms from other industries, such
as the Good Pharma Scorecard, can also provide use-
ful models (Miller et al. 2017). Similarly, trade associa-
tions could work to develop standards based on the
framework and require compliance among their
members.

Large companies like Apple, Google, and Amazon,
which play a critical gatekeeping role by regulating
the conduct of companies that use their platforms,
could also require companies to comply with the
terms of the framework in order to sell products or
services on those platforms (Dempsey et al. 2021).
Apple’s recent decision to require app developers to
seek users’ permission before tracking them is a good
example of how a large technology company can
make it easier for users to exercise meaningful control
over their data (Chen 2021). Similarly, health care
organizations like hospitals can require compliance
with the framework by developers that wish to use
their data.

Although improved self-regulation may offer some
benefit in the near team, the shortcomings of previous
privacy self-regulation efforts show that ensuring

organizations’ consistent and reliable compliance with
ethical data practices will ultimately require govern-
ment action (Gellman and Dixon 2011; Hoofnagle
2005). To this end, lawmakers working to develop
comprehensive data protection and privacy legislation
could use the framework to map key principles to
practical imperatives that ought to be enshrined in
law. Similarly, a federal agency like the FTC or a
newly-created federal data agency like the one pro-
posed in the Data Protection Act of 2020, with the
authority and resources to create and enforce data
protection rules, could use the framework to develop
rules for implementing and enforcing new legislation
(Gillibrand 2020). Such an agency could also play a
vital role in institutionalizing the principle of inclu-
sion by ensuring that the public has an ongoing and
meaningful say in how personal data are collected and
used. While companies can and should explore mech-
anisms for engaging individuals and groups affected
by their decision-making, federal agencies are better
positioned to engage representative publics. There are
precedents for this type of engagement in agency deci-
sion-making. For example, the FDA’s Patient-Focused
Drug Development initiative systematically engages
patients to provide insight into how to navigate
“tradeoffs between treatment benefit and risk out-
comes” in drug development (CDER Patient-Focused
Drug Development 2020). A data protection agency
could similarly engage citizens in shaping and imple-
menting federal data regulation standards.

CONCLUSION

While the use of personal data by private companies
holds the potential to contribute to socially valuable
research and innovation, it also involves recognized
risks and burdens for individuals and communities.
Making progress toward responsible data practices in
private companies requires an ethical framework that
is sufficiently parsimonious and concrete to be feasible
to apply. The broad principles and specific imperatives
proposed here can help companies take immediate
actions to promote ethical data practices and, in the
long run, can support the development of a robust
accountability and enforcement regime.
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